Synaptic Mechanisms Underlying Functional Dichotomy between Intrinsic-Bursting and Regular-Spiking Neurons in Auditory Cortical Layer 5
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Corticofugal projections from the primary auditory cortex (A1) have been shown to play a role in modulating subcortical processing. However, functional properties of the corticofugal neurons and their synaptic circuitry mechanisms remain unclear. In this study, we performed in vivo whole-cell recordings from layer 5 (L5) pyramidal neurons in the rat A1 and found two distinct neuronal classes according to their functional properties. Intrinsic-bursting (IB) neurons, the L5 corticofugal neurons, exhibited early and rather unelective spike responses to a wide range of frequencies. The exceptionally broad spectral tuning of IB neurons was attributable to their broad excitatory inputs with long temporal durations and inhibitory inputs being more narrowly tuned than excitatory inputs. This uncommon pattern of excitatory–inhibitory interplay was attributed initially to a broad thalamocortical convergence onto IB neurons, which also receive temporally prolonged intracortical excitatory input as well as feedforward inhibitory input at least partially from more narrowly tuned fast-spiking inhibitory neurons. In contrast, regular-spiking neurons, which are mainly corticocortical, exhibited sharp frequency tuning similar to L4 pyramidal cells, underlying which are well-matched purely intracortical excitation and inhibition. The functional dichotomy among L5 pyramidal neurons suggests two distinct processing streams. The spectrally and temporally broad synaptic integration in IB neurons may ensure robust feedback signals to facilitate subcortical function and plasticity in a general manner.

Introduction
Sensory systems often consist of both ascending and descending pathways. The descending projections of sensory cortices, i.e., corticofugal projections, emanate from layer 5 (L5) and L6 (Winer, 2005; Cudeiro and Sillito, 2006). In the auditory system, L5 of the primary auditory cortex (A1) projects to higher-order thalamic nuclei that innervate the secondary cortex, driving responses in these thalamic areas and forming an indirect route for the transfer of information from the A1 into the higher-order cortex (Bourassa et al., 1995; Guillery, 1995; Sherman and Guillery, 2002). It also projects to midbrain and brainstem nuclei, such as the inferior colliculus and cochlear nucleus (Games and Winer, 1992). The regular-spiking (RS) neurons exhibit smaller-sized somas and do not fire bursts. Their apical dendrites are slender and shorter, with fewer oblique branches that end without terminal tufts. Their axons mainly contribute to callosal connections to the sensory cortex in the other hemisphere (Games and Winer, 1988; Rüttgers et al., 1990; Winer and Prieto, 2001) and to corticostriatal projections (Ojima et al., 1992; Hatton and Nelson, 2007). The IB and RS neurons in the rodent cortex likely
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correspond to the large pyramidal and medium pyramidal cells in the cat (Winer and Prieto, 2001). The auditory processing properties of these two major types of L5 pyramidal neurons are poorly understood. Moreover, the synaptic circuits underlying their functions remain elusive. In this study, we have used a set of in vivo patch-clamp recording and cortical silencing methods to investigate the frequency representation of L5 pyramidal neurons and the underlying synaptic inputs.

Materials and Methods

**Animal preparation and auditory cortical mapping**

All experimental procedures used in this study were approved by the Animal Care and Use Committee at the University of Southern California. Experiments were performed in a sound-attenuation booth (Acoustic Systems). Adult female Sprague Dawley rats (~3 months old and weighing 250–300 g) were anesthetized with ketamine (45 mg/kg) and xylazine (6.4 mg/kg). The auditory cortex was exposed, and the ear canal on the same side was plugged. Pure tones (0.5–64 kHz at 0.1 octave intervals, 50 ms duration, 3 ms ramp) at eight sound intensities (from 0 to 70 dB SPL, 10 dB interval) were delivered through a calibrated free-field speaker facing the contralateral ear. The 568 testing stimuli were presented in a pseudorandom sequence. Multunit spikes were recorded with a parylene-coated tungsten microelectrode (2 MΩ; FHC) at 500–600 μm below the pia. Electrode signals were amplified (Plexon) and bandpass filtered between 300 and 6000 Hz. A custom-made software (LabView; National Instruments) was used to extract the spike times. The number of tone-evoked spikes was counted within a window of 10–30 ms from the onset of tone stimuli. Auditory cortical mapping was performed by sequentially recording from an array of cortical sites to identify the location and frequency gradient of A1. During the mapping procedure, the cortical surface was slowly perfused with prewarmed artificial CSF (ACSF) (in m/m: 124 NaCl, 1.2 NaH_{2}PO_{4}, 2.5 KCl, 25 NaHCO_{3}, 20 glucose, 2 CaCl_{2}, and 1 MgCl_{2}).

**In vivo whole-cell voltage-clamp recordings**

After mapping of A1, neurons located at 700–900 μm below the pia, corresponding to L5 of the auditory cortex (Games and Winer, 1988; Hefi and Smith, 2000; Winer and Prieto, 2001; Lakatos et al., 2007), were specifically targeted. The locations of recordings were confirmed in some experiments with Nissl staining. Whole-cell recordings were performed as described previously (Wu et al., 2006, 2008). We used agar (4%) to minimize cortical pipettes. For voltage-clamp recordings, the pipette (impedance, ~4–5 MΩ) solution contained the following: 125 mM Cs-gluconate, 5 mM tetraethylammonium-Cl, 4 mM MgATP, 0.3 mM GTP, 10 mM phosphocreatine, 10 mM HEPES, 1 mM EGTA, 2 mM CaCl_{2}, and 1 mM MgCl_{2}.

In vivo whole-cell voltage-clamp recordings

After mapping of A1, neurons located at 700–900 μm below the pia, corresponding to L5 of the auditory cortex (Games and Winer, 1988; Hefi and Smith, 2000; Winer and Prieto, 2001; Lakatos et al., 2007), were specifically targeted. The locations of recordings were confirmed in some experiments with Nissl staining. Whole-cell recordings were performed as described previously (Wu et al., 2006, 2008). We used agar (4%) to minimize cortical pipettes. For voltage-clamp recordings, the pipette (impedance, ~4–5 MΩ) solution contained the following: 125 mM Cs-gluconate, 5 mM tetraethylammonium-Cl, 4 mM MgATP, 0.3 mM GTP, 10 mM phosphocreatine, 10 mM HEPES, 1 mM EGTA, 2 mM CaCl_{2}, and 1 mM MgCl_{2}.

**Cell-attached recordings and sequential current-clamp recordings**

For cell-attached recordings, pipettes with smaller tip openings (impedance, ~10 MΩ; Wu et al., 2008; Zhou et al., 2010) were used. ACSF was used as the intra-pipette solution. The recording was performed in a similar way as the whole-cell recording, except that a loose seal (0.1–0.5 GΩ) was made on neurons, allowing spikes only from the patched cell to be recorded. Signals were recorded under the voltage-clamp mode and filtered at 10 kHz. Spike shapes were determined by custom-developed LabView software to identify the FS cell type. The chance for encountering FS neurons with a small-tipped pipette was ~10% but was almost 0 when the recording pipette had an impedance of <6 MΩ. In experiments intended for sequential cell-attached followed by current-clamp recording, potassium-based intra-pipette solution was used: 125 mM K-gluconate, 4 mM MgATP, 0.3 mM GTP, 10 mM phosphocreatine, 10 mM HEPES, 1 mM EGTA, pH 7.2, and 1% biocytin. After identifying the functional class of the recorded cells according to their spike responses, the cell-attached recording was followed by breaking in the membrane to reveal the subthreshold responses. The morphologies of the recorded cells were reconstructed with the standard histological procedure of biocytin staining (Hefi and Smith, 2000).

**Cortical silencing**

The cortex was pharmacologically silenced following the method established in our previous study (Liu et al., 2007; Khibnik et al., 2010; Zhou et al., 2010, 2012). A mixture of SCH50911 ([2S]+15,5-dimethyl-2-morpholineacetic acid) (6 mM; a specific antagonist of GABA_{A} receptors) and muscimol (4 mM; an agonist of GABA_{B} receptor) was used to effectively silence a relatively large cortical region. The mixture solution (dissolved in ACSF containing fast green) was injected through a glass micropipette with a tip opening of 2–3 μm in diameter. The pipette was inserted to a depth of 700 μm beneath the cortical surface. Solutions were injected under a pressure of 2–3 psi for 5 min. The injected volume was estimated to be ~50–100 nl as measured in mineral oil. The staining by fast green was monitored under a surgical microscope, which covered a cortical area with a radius of ~1 mm by the end of the injection.

**Data analyses**

**Synaptic conductances.** Excitatory and inhibitory synaptic conductances were derived according to the following (Borg-Graham et al., 1998; Wehr and Zador, 2003; Zhang et al., 2003; Liu et al., 2007; M. Zhang et al., 2011): \[ \Delta I(t) = G_{e}(t)(V(t) - E_{e}) + G_{i}(t)(V(t) - E_{i}). \]

\( \Delta I \) is the amplitude of synaptic current at a time point. \( G_{e} \) and \( E_{e} \) are the resting conductance and resting membrane potential, which were derived from the baseline current of each recording. \( G_{i} \) and \( E_{i} \) are the excitative and inhibitory synaptic conductance, respectively. \( V \) is the holding voltage, and \( E_{e} \) (0 mV) and \( E_{i} \) (−80 mV) are the reverse potentials. In this study, a corrected clamping voltage was used, instead of the holding voltage applied \( (V_{h}) \). \( V(t) \) is corrected by \( V(t) = V_{h} - R_{c} \times I(t) \), where \( R_{c} \) was the effective series resistance. A 10 mV junction potential was corrected. By holding the recorded cell at two different voltages, \( G_{e} \) and \( G_{i} \) were calculated from the equation. \( G_{e} \) and \( G_{i} \) reflect the strength of pure excitatory and inhibitory synaptic inputs, respectively.

**Tonal evoked responses.** In cell-attached recordings, spikes could be detected without ambiguity because their amplitudes were normally higher than 100 pA, whereas the baseline fluctuation was <5 pA. Tone-driven spikes were counted within a 0–50 ms time window after the onset of tones. The spike response latency was defined as the interval between the onset of the tone and the time point at which spike rate in the peristimulus spike time histogram (PSTH) for all responses becomes higher than the baseline level by 3 SDs of the baseline fluctuation. All the synaptic responses were averaged by trials. The peak synaptic responses were analyzed within a 0–100 ms time window after the tone onset. The onset latency of this average trace was identified at the time point in the rising phase of the response wave form, in which the amplitude exceeded the baseline level by 2 SDs of the baseline fluctuation. Only responses with onset latencies within 7–50 ms from the onset of tone stimulus were considered in this study.

**Tonal receptive field and frequency tuning.** Tonal receptive fields (TRFs) were reconstructed according to the array sequence. Characteristic frequency (CF) was defined as the frequency that evoked a reliable response at the lowest intensity level. TRF bandwidth was calculated at 10 dB above the intensity threshold (BW10) in cell-attached recordings and at 20 dB above the intensity threshold (BW20) in whole-cell recordings. The total
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responding frequency range was determined based on the continuity of evoked responses in the frequency domain. The boundary of the receptive field was determined at where there were more than two consecutive testing tones in the frequency domain that failed to evoke responses. To quantify the shape of the synaptic tuning curve, an envelope was derived based on the peak amplitude of each synaptic input within the total tuning curve using MATLAB software Envelope 1.1 (MathWorks), and the half-peak bandwidth (50% BW) was defined as the frequency range for responses >50% of the maximum (Sun et al., 2010).

**Deriving membrane potential responses.** Membrane potential responses were derived from the recorded excitatory and inhibitory responses based on an integrate-and-fire model (Liu et al., 2007; Zhou et al., 2010; M. Zhang et al., 2011):

\[ V_m(t + dt) = -\frac{dt}{C} [G_e(t) \times (V_m(t) - E_e) + G_i(t) \times (V_m(t) - E_i)] + V_m(t), \]

where \( V_m(t) \) is the membrane potential at time \( t \), \( C \) the whole-cell capacitance, \( G_e \) the resting leaky conductance, and \( E_e \) the resting membrane potential. Based on the synaptic inputs, a tone stimulus temporally generated one spike response. \( G_e \), \( G_i \), and \( E_e \) were determined from an experiment. In modeling with simulated synaptic conductances, \( G_e \) and \( G_i \) was calculated based on the equation \( G_e = C \times G_{e,max} \), where \( G_{e,max} \) the specific membrane conductance, is \( 2 \times 10^{-5} \text{ S/cm}^2 \) (Stuart and Spruston, 1998), and \( C_{max} \) the specific membrane capacitance, is \( 1 \times 10^{-6} \text{ F/cm}^2 \) (Hines, 1993).

**Modeling.** The synaptic inputs to a pyramidal neuron in L5 were simulated by the following equation (Zhang et al., 2003; Zhou et al., 2010):

\[ I(t) = a \times H(t - t_0) \times (1 - e^{-(t-t_0)/\tau_{rise}}) \times e^{-(t-t_0)/\tau_{decay}}, \]

\( I(t) \) is the modeled synaptic current, \( a \) is the amplitude factor, \( H(t) \) is the Heaviside step function, and \( t_0 \) is the onset delay of excitatory or inhibitory input. \( \tau_{rise} \) and \( \tau_{decay} \), define the shape of the rising phase and the decay of the synaptic current. The \( \tau_{rise} \) and \( \tau_{decay} \) were chosen by fitting the average shape of recorded synaptic responses with the above function. The \( t_0 \) and \( a \) are chosen based on our experimental data.

**Statistical analyses.** All statistical analysis was performed in OriginPro 8 and MATLAB 2010. Datasets were first tested for normal distribution (\( p > 0.05 \)) and equal variances before performing appropriate parametric statistics. For two-group comparisons, most data were treated with paired t test. Only synaptic data from the same cells were treated with paired t test. For three or more group comparisons, one-way ANOVA was applied to test significance, and Scheffé’s test was used to further compare group means. Summarized data were presented in figures as mean ± SD. K-means cluster analysis was applied to the normalized data points, which were linearly transformed to have a mean of 0 and variance of 1 in each dimension.

**Results**

**IB and RS neurons in L5**

Although it has been well documented in rodent sensory cortices that L5 pyramidal neurons fall into two classes, IB and RS, their auditory response properties have not been well characterized. In this study, we first examined spike TRFs of L5 neurons in the A1 of adult rats with in vivo cell-attached loose-patch recordings. The parameters of the patch pipettes were chosen to preferentially record from pyramidal neurons (see Materials and Methods). For each recorded cell, the spike TRF was mapped with 71 × 8 tonal stimuli for 3–10 repetitions. Two types of pyramidal neurons were distinguishable based on their evoked spike patterns. In approximately half of the recorded neurons (16 of 30), tone bursts elicited transient spike responses to the stimulus onsets with only one spike evoked at most (Fig. 1A, inset). For these neurons, a well-tuned V-shaped spike TRF similar to that of L4 neurons was observed (Fig. 1A, C, compare with Tan et al., 2004; Wu et al., 2008). These neurons were putative RS neurons. In the other recorded cells (14 of 30), tone bursts of CF elicited a short burst of spikes (usually containing two to three spikes) to the stimulus onset (Fig. 1B, inset). Spontaneous bursts were also observed in these cells (Fig. 1B, inset). Such bursting activity suggests that the cells might be IB neurons. In these putative IB neurons, the spike TRF was noticeably broad and occupied usually more than half of the testing frequency–intensity space above the intensity threshold (Fig. 1B, D).

As quantified by the bandwidth at 10 dB above the intensity threshold (i.e., BW10), the spike TRF of putative IB neurons (identified by burst spiking in response to CF tones) was markedly broader than that of putative RS neurons (identified by single-spike activity) as well as that of pyramidal cells in L4 (Fig. 1E). In addition, the IB neurons were distinct from the RS neurons by exhibiting higher levels of evoked and spontaneous spiking activity (Fig. 1F). The onset latency of CF-tone-evoked spike responses of IB neurons was significantly shorter than that of RS neurons, whereas it was similar to that of L4 pyramidal cells (Fig. 1G). This suggests that IB neurons may receive direct thalamic input similar as L4 pyramidal cells, whereas RS neurons may be driven mainly by cortical input. Based on the parameters of TRF bandwidth and response latency, the putative RS and IB neurons distinguished by their spike patterns fell into two separate clusters (Fig. 1H), indicating that the two classes of L5 pyramidal cells can be separated by combined receptive field and temporal response properties.

**Subthreshold responses underlying the broad tuning of IB neurons**

The differential level of frequency selectivity exhibited by L5 pyramidal neurons (Fig. 1E) can be explained by two possibilities. One direct explanation is that the two types of cells receive input of different frequency ranges, or otherwise, even if they receive input of similar ranges, a differential efficiency of transforming synaptic input into spike output may still lead to different selectivity levels between cell classes (Cardin et al., 2007; Wu et al., 2008). To examine these potential mechanisms, we performed sequential cell-attached and whole-cell current-clamp recordings from the same neurons as to directly compare their spike and subthreshold receptive fields. The whole-cell recording allowed staining of the cell and reconstructing its morphology with histology (see Materials and Methods). In Figure 2, A and B, two example cells are shown. They were identified as RS and IB neurons, respectively, based on spike pattern (top panel, inset). Their dendritic morphologies (bottom panel, inset) were also consistent with those reported for RS and IB neurons, respectively. The subthreshold membrane potential TRF of the RS neuron (Fig. 2A, bottom) was well tuned and looked similar to that of L4 pyramidal cells (compare with Tan et al., 2004; Wu et al., 2008). In comparison, the IB neuron, which had a broad spike TRF and relatively high spontaneous firing rate, exhibited an apparently broader subthreshold TRF than the RS neuron (Fig. 2B, bottom). Summary of similarly recorded nine RS and eight IB neurons shows that the average bandwidth of the subthreshold TRF at 20 dB above the intensity threshold (i.e., BW20) was much broader in IB than RS neurons (Fig. 2C, top, gray). This result indicates that the exceptionally broad spike tuning of IB neurons (Figs. 1E, 2C, top, white) can be primarily attributed to a broader range of synaptic inputs they receive compared with RS neurons.

We next quantified the onset latency of membrane depolarization responses, which presumably indicates the latency for the arrival of excitatory input. As shown in Figure 2C (bottom, gray), the onset latency of CF-tone-evoked membrane depolarization responses were significantly shorter in IB than RS neurons. This
result directly provides an explanation for the observation that the evoked spike responses of IB neurons occurred earlier (Figs. 1G, 2C, bottom, white). Noticeably, the CF-tone-evoked depolarization responses in IB neurons sustained much longer than those in RS neurons (Fig. 2D). In the latter, a membrane hyperpolarization was observed after the initial depolarization (Fig. 2D, top). The temporal duration of evoked depolarization responses, measured at the level of 50% of maximum (i.e., half-peak duration), was 23.5 ± 3.9 ms for RS neurons but 63.8 ± 15.6 ms (mean ± SD) for IB neurons (p < 0.001, t test) (Fig. 2E, gray). This difference in response duration could be attributed primarily to a difference in decay kinetics, because the duration of the response rising phase did not differ significantly between the RS and IB neurons (Fig. 2E, white). A number of successfully reconstructed cell morphologies (Fig. 2F) confirmed that the RS and IB neurons identified by sensory-evoked spike patterns were nontufted and thick-tufted pyramidal cells, respectively, consistent with previously reported morphologies of RS and IB neurons distinguished by spike response patterns to current injections (Hefti and Smith, 2000). In general, IB neurons have a larger soma size, a longer apical dendrite, and a higher whole-cell capacitance than RS neurons (Table 1). Based on three parameters (onset latency and temporal duration of evoked depolarization responses, as well as bandwidth of subthreshold TRFs), the identified IB and RS neurons could be well partitioned into separate clusters by the K-means clustering analysis. Whiskers show mean ± SD.

Figure 1. Response properties of RS and IB neurons in L5 of the rat A1. A, Spike TRF of an example RS neuron. Left, Array of PSTHs for responses to pure tones of various frequencies and intensities. Each PSTH trace depicts the spike response evoked by a 50 ms tone, sampled over five trials. Calibration: 1 spike per 10 ms bin, 50 ms. Right, Color map depicts the average evoked spike number in the frequency–intensity space. Inset, Three example response traces to the CF tone (at 70 dB), with the red line denoting the stimulus duration. Example spontaneous spikes outside the evoked response window are also shown on the right. The PSTH at the bottom was generated from responses to all the tone stimuli (bin size of 1 ms). B, An example IB neuron. Data are presented in the same way as in A. Calibration: 2 spikes per 10 ms bin, 50 ms. Note that CF tone evoked bursts of spikes and that spontaneous bursts were also observed in this neuron. Within the burst, the spike amplitude reduced over time. C, Color maps for TRFs of another three RS neurons. D, Color maps for TRFs of another three IB neurons. E, Average bandwidth at 10 dB above the intensity threshold (BW10) of the spike TRF for RS, IB, and L4 pyramidal neurons. One-way ANOVA (F = 83.2, p = 2.2 × 10⁻¹⁰) and multiple comparison Scheffe’s test showed significant differences between RS–IB and IB–L4 groups (***p < 0.001). The cell number is indicated in the bars. F, Average spontaneous spike rate and evoked spike rate for RS and IB neurons. **p < 0.01, two-sample t test with unequal variance (p = 0.0051 for spontaneous, p = 0.0087 for evoked). G, Average spike latency, defined as the interval between the onset of the tone and the time point at which the spike rate in the PSTH becomes higher than the average baseline level by 3 SDs of the baseline fluctuation. One-way ANOVA (F = 42.5, p = 1.9 × 10⁻¹⁰) and Scheffe’s test showed significant differences between RS–IB and RS–L4 groups (***p < 0.001). H, Plot of BW10 versus spike latency. RS (black) and IB (red) neurons distinguished by the absence/presence of bursting firing patterns were partitioned into two separate clusters by the K-means clustering analysis. Whiskers show mean ± SD.

Excitatory and inhibitory inputs to L5 neurons
Membrane potential responses reflect the result of the integration of excitatory and inhibitory synaptic inputs. To further dissect the contribution of excitatory and inhibitory inputs to the exceptionally broad tuning of IB neurons, we performed whole-cell voltage-clamp recordings (see Materials and Methods).
Figure 2. Subthreshold membrane potential responses of RS and IB neurons. A, Sequential cell-attached and current-clamp recordings from an example RS neuron. Top, Spike TRF (from 1-sample trial) recorded in the cell-attached mode. Color map depicts the average spike number over eight trials. Below the color map are example response traces to the CF tone and a tone outside the TRF (NR tone), with the red line denoting the 50 ms tonal stimulation. Boxed are 50 superimposed spike waveforms (3.5 ms trace), with vertical lines and arrows denoting the TPI (0.8 ms in this cell). Bottom, Subthreshold membrane potential responses recorded in the current-clamp mode (spikes were filtered out). Color map depicts the average peak depolarization voltage (millivolts) over four trials. Below the color map is the reconstructed morphology of this RS neuron. Note that the apical dendrite ended in L2/L3. B, Sequential cell-attached and current-clamp recordings from an example IB neuron. Data are presented in the same way as in A. The TPI was 0.7 ms. Note that this IB neuron had a tufted apical dendrite reaching L1. C, Top, Average bandwidths of spike (supra) and subthreshold (sub) response at 20 dB above the intensity threshold of the subthreshold TRF (BW20). The bandwidth of spike response in this measurement is consistent with BW10 in Figure 1E, because the threshold for spike response is usually 10 dB higher than that for subthreshold response. Bottom, Average onset latencies of spike and subthreshold depolarization response. **p < 0.01, ***p < 0.001, two-sample t-test with equal variance. D, Traces of evoked subthreshold responses of sample RS and IB neurons. Traces are averaged responses (normalized) of four (Figure legend continues.)
clamping the membrane potential of the cell at −80 and 0 mV, excitatory and inhibitory synaptic TRFs were obtained, respectively. Because QX-314, a blocker of voltage-gated sodium channels, was included in the intracellular solution, bona fide spike responses of the recorded neurons could not be experimentally assayed. Nevertheless, we would be able to predict cell type reasonably well according to the results from sequential cell-attached and current-clamp recording experiments (Fig. 2G).

Two example cells from voltage-clamp recordings are shown in Figure 3, A and B. The first cell exhibited well tuned excitatory and inhibitory responses that matched each other in the frequency–intensity space (Fig. 3A), similar to L4 pyramidal cells (compare with Zhang et al., 2003; Tan et al., 2004; Wu et al., 2008; Sun et al., 2010). The receptive field property of synaptic inputs suggests that the cell was an RS neuron. In comparison, the second cell exhibited an extremely broad excitatory TRF and temporally more prolonged excitatory responses (Fig. 3B), suggesting that it was likely an IB neuron. Noticeably, the inhibitory TRF of the second cell looked narrower than its excitatory counterpart (Fig. 3B). Such narrower inhibition than excitation has not been reported for auditory cortical neurons previously.

To distinguish cell types for the neurons recorded under the voltage-clamp mode, we plotted the cells along three axes representing the onset latency and half-peak duration of the CF-tone-evoked excitatory response and the half-maximum bandwidth of excitatory tuning at the level of 20 dB above the intensity threshold (i.e., 50% BW20) (Fig. 3C). The cells were partitioned into two clusters, which were then identified as RS and IB neuron groups, respectively. We next compared excitatory and inhibitory tuning properties between the RS and IB groups. Based on half-maximum bandwidth (50% BW20), which has been considered as a better measure of tuning sharpness than the total frequency range (Wu et al., 2008; Sun et al., 2010), among RS, IB, and L4 pyramidal cells, IB neurons exhibited the broadest excitatory tuning property (Fig. 3D, top, white). The inhibitory tuning did not differ significantly between RS, IB, and L4 pyramidal cells (Fig. 3D, top, gray). Excitatory tuning was significantly broader than inhibitory tuning in IB neurons, whereas it is sharper than inhibitory tuning in RS and L4 pyramidal cells (Fig. 3D, top). In terms of total frequency range (BW20), excitation was also broader than inhibition in IB neurons, whereas in RS and L4 pyramidal cells, the range of excitation was similar to that of inhibition (Fig. 3D, bottom). These results indicate that the broad tuning of IB neurons can be attributed initially to the unusually broad range of excitatory inputs they receive and also raise the issue of whether the mismatch between the excitatory and inhibitory tuning of IB neurons can also influence their frequency selectivity.

A synaptic mechanism underlying broad frequency tuning

The narrower and more selective inhibitory inputs than excitatory inputs revealed in IB neurons is unique, because previous intracellular recording studies have all reported that excitation and inhibition have similar frequency tuning ranges (Wehr and Zador, 2003; Zhang et al., 2003; Tan et al., 2004; Wu et al., 2006, 2008; Tan and Wehr, 2009; Dorrn et al., 2010; Sun et al., 2010; Zhou et al., 2010). To understand how the spectral relationship between excitation and inhibition affects the frequency tuning of output response, we applied a conductance-based neuron model to simulate membrane potential ($V_m$) responses resulting from synaptic inputs of different tuning patterns (see Materials and Methods). We adjusted the spectral relationship between excitation and inhibition while fixing other parameters. Two scenarios were tested: (1) co-tuned excitation and inhibition; and (2) inhibition having a narrower frequency range than excitation. As shown in Figure 3E (top), the co-tuned inhibition apparently scaled down the $V_m$ response tuning generated by excitation alone (compare cyan with magenta), resulting in a sharpening of spike response tuning through the iceberg effect (Wehr and Zador, 2003; Tan et al., 2004; Wu et al., 2008; Liu et al., 2011). When the inhibitory tuning became narrower (Fig. 3E, bottom), the $V_m$ response tuning was broadened with a flattened peak. As a result, broader spike response tuning would be generated compared with the first scenario, although the general level of $V_m$ response reduction was similar. The flattening of $V_m$ response tuning could be attributed to an increasing amplitude ratio of excitation over inhibition (i.e., E/I ratio) away from the central peak of the frequency tuning. This modeling result demonstrates that the unusually broad tuning of IB neurons can be attributed not only to a broad range of excitatory inputs they receive but also to the inhibitory tuning being narrower than excitation.

Temporal properties of synaptic inputs to L5 neurons

As described previously, IB neurons exhibited longer sustained depolarization responses than RS neurons (Fig. 2D). We further analyzed temporal profiles of synaptic responses. We found that, in RS neurons, the CF-tone-evoked excitatory conductance decayed noticeably faster than the inhibitory conductance, whereas in IB neurons excitatory and inhibitory conductances appeared to have more similar temporal profiles (Fig. 4A, top). Quantifications of half-peak duration showed that IB neurons had much longer-lasting excitatory responses than RS and L4 pyramidal neurons (Fig. 4B, white). The temporal duration of inhibitory response, in contrast, was not significantly different between the cell types (Fig. 4B, gray). Consistent with the current-clamp recording result (Fig. 2C, bottom), the onset latencies of synaptic responses (both excitatory and inhibitory) of RS neurons were significantly longer than those of IB neurons, which, conversely, were not different from their counterparts in L4 pyramidal cells (Fig. 4C). In each type of cells, the onset latency of inhibition was slightly but significantly longer (by ∼2 ms) than that of excitation (Fig. 4C). To understand how the observed temporal relationships between excitatory and inhibitory responses might contribute to the time course of the $V_m$ response, we applied the neuron model described previously to derive the $V_m$ response resulting from

Table 1. Anatomical and biophysical properties of RS and IB neurons

<table>
<thead>
<tr>
<th>Property</th>
<th>RS Mean ± SD</th>
<th>IB Mean ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (µm)</td>
<td>794.5 ± 64.8 (n = 9)</td>
<td>803.7 ± 69.6 (n = 9)</td>
</tr>
<tr>
<td>Somatic area (µm²)</td>
<td>133.9 ± 26.1***</td>
<td>245.2 ± 27.3</td>
</tr>
<tr>
<td>Apical dendritic length (µm)</td>
<td>452.2 ± 66.9***</td>
<td>670.0 ± 79.3</td>
</tr>
<tr>
<td>Capacitance (pF)</td>
<td>16.2 ± 6.0*</td>
<td>47.4 ± 37.5</td>
</tr>
<tr>
<td>$V_m$ (mV)</td>
<td>−62.5 ± 4.1</td>
<td>−60.0 ± 3.1</td>
</tr>
</tbody>
</table>

(Figure legend continued.) to six repetitions to tones at and near CF (±0.2 octave) at 70 dB. Red line denotes the tone duration. Black line denotes the level of the resting potential ($V_r$). Dash line marks the half-peak duration of the depolarization response. Arrow marks the time point of 100 ms after the tone onset. $E$, Average duration of the rising phase of the depolarization response (white), and half-peak duration (gray). ***p < 0.001, two-sample t test with unequal variance. $F$, Dendritic morphologies and laminar locations of the reconstructed cells. G, Plot of cells in three dimensions. The three axes represent BW20, half-peak duration, and onset latency of depolarization response. Data points were segregated into two clusters based on the K-means clustering analysis, which were consistent with the grouping based on spike patterns. The RS and IB groups are outlined by the pink and blue oval, respectively.
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experimentally determined synaptic conductances (see Materials and Methods). As shown in Figure 4A (bottom), the derived $V_{m\infty}$ responses of RS neurons displayed only a transient depolarization, which was followed quickly by a hyperpolarizing response. In contrast, the derived $V_{m\infty}$ responses of IB neurons showed a much longer sustained depolarizing response without signs of hyperpolarization. These simulation results essentially recapitulate the experimentally observed temporal profiles of $V_{m\infty}$ responses in these two types of cells (Fig. 2D). The absence of a hyperpolarizing phase in IB neuron responses cannot be simply
attributed to a lower level of inhibition compared with RS neurons, because the E/I ratio (measured by peak amplitude) was not significantly different between the two cell types (Fig. 4D, white). In addition, even when we artificially lowered the level of excitation (i.e., increased the relative level of inhibition), the derived \( V_m \) response of IB neurons still exhibited a long-lasting depolarization (Fig. 4E). Thus, the differential temporal profiles of \( V_m \) responses of IB and RS neurons can be primarily attributed to the different temporal relationships between excitation and inhibition.

Exploring the L5 circuits
The analysis of onset latency of excitatory responses (Fig. 4C) indicates that IB neurons may receive direct thalamic input. To further confirm this point, we recorded excitatory responses after silencing cortical spikes with a mixture of muscimol and SCH90511 (Liu et al., 2007; Khibnik et al., 2010; Zhou et al., 2012). Extracellular recordings confirmed that cortical spikes throughout L4–L6 and within a radius of 600 μm were eliminated after cortical injections of the mixture (Fig. 5A, B). Conversely, thalamic neurons were still responsive, indicating that the musimol mixture had not diffused into the thalamus (Fig. 5A, C). In L5 of the silenced A1, two types of cell were observed. In 10 of 18 neurons, tone-evoked excitatory responses were completely absent, although spontaneous synaptic currents were still observed (Fig. 5D, left). These neurons (called “L5 silenced”) did not receive excitatory input directly from the auditory thalamus. In the other neurons (8 of 18), evoked excitatory responses were completely absent, although spontaneous synaptic currents were still observed (Fig. 5D, right). These neurons (called “L5 active”) did receive direct thalamic input. As a control, we also recorded from the major thalamocortical recipient layer, L4. We confirmed that L4 neurons still received excitatory input after silencing intracortical connections (Fig. 5D, right). As summarized in Figure 5E, the onset latency of

![Image](https://via.placeholder.com/150)
Figure 5. IB neurons receive direct thalamocortical input. A, Color maps of example multiunit spike TRFs in cortical L4–L6 and in the ventral division of the medial geniculate nucleus (MGBv) before and after cortical injection of the muscimol mixture. Color represents evoked spike number. Color scale (from left to right): 17, 18, 8, 11 for maximum. B, Remaining number of evoked spikes after cortical silencing (in percentage of the initial spike number) at different laminar locations plotted against the horizontal distance away from the injection site. n = 3. Error bar indicates SD. C, Percentage change in evoked spike number and bandwidth of multiunit spike TRF in the MGBv. n = 3. Error bar indicates SD. D, Excitatory TRFs of three example cells recorded in the silenced A1. Note that, in the “L5 silenced” neuron, spontaneous excitatory currents were observed in some trials. Color map depicts the average peak amplitude of excitatory current over three (Figure legend continues.)
CF-tone-evoked excitatory responses of the L5 active neurons was not different from that of IB neurons or L4 pyramidal neurons in the normal and silenced A1. This suggests that L5 active neurons are most likely IB neurons, because the onset latency of excitatory responses of RS neurons is known to be significantly longer (Fig. 4C). Further supporting this notion, the frequency range of excitatory responses of the L5 active neurons was also similar to that of IB neurons in the normal A1 (Fig. 5F) but was significantly broader than that of RS neurons (p < 0.001, t test) and L4 pyramids (Fig. 5F). Interestingly, the temporal duration of excitatory responses of the L5 active neurons was much shorter compared with IB neurons (Fig. 5G) but was similar to that of L4 pyramids in the silenced A1 (Fig. 5G). This suggests that the thalamocortical input itself is relatively transient.

In a few experiments, we were able to examine excitatory responses in the same cell before and after injecting the muscimol mixture. This allowed us to identify cell type according to the response and tuning properties before cortical silencing. As shown in Figure 5H (left), the excitatory responses of a putative RS neuron (based on a narrow range of excitatory input) were completely silenced after cortical silencing. In contrast, the excitatory responses of a putative IB neuron, which exhibited a much broader range of excitation, were retained after cortical silencing, although the amplitudes became smaller (Fig. 5H, middle). In addition, the temporal duration of its excitatory response was apparently reduced (Fig. 5H, middle, inset). The change of excitatory responses in an L4 neuron was similar to the putative IB neuron except that the temporal duration of excitation was not dramatically reduced (Fig. 5H, right). Notably, the frequency range of its excitatory responses was not significantly changed, consistent with previous reports (Liu et al., 2007; Zhou et al., 2012). We had successfully recorded from eight L5 cells before and after cortical silencing. In four of them (“sil”), excitatory responses were completely eliminated after cortical silencing, whereas in the other four cells (“act”) responses were retained although reduced in amplitude. The excitatory responses of the silenced cells exhibited significantly longer onset latencies (Fig. 5I), narrower frequency ranges (Fig. 5J), and much shorter temporal durations (Fig. 5K) compared with the active cells. These data strongly suggest that the silenced cells were RS neurons while the active cells were IB neurons. The response onset latency of the active cells did not change after cortical silencing (Fig. 5I), supporting the notion that the earliest excitatory response in IB neurons is attributable to thalamocortical input. The response frequency range did not change either (Fig. 5J), indicating that the broad tuning of IB neurons can be attributed initially to a broad thalamocortical convergence. Finally, the response temporal duration was primarily reduced in the active cells after cortical silencing (Fig. 5K), further supporting the notion that the thalamocortical input is in fact transient and that the long-lasting excitatory response of IB neurons is attributable to the recruitment of intracortical inputs, which collectively are temporally prolonged.

FS neurons in L5

In each of the two cell classes, the onset latency of inhibition was found to be ~2 ms longer than that of excitation (Fig. 4C), suggesting that the relay of inhibitory input involved at least one more layer of synapses than the early excitatory input. With regard to IB neurons, their inhibitory input could be potentially from local inhibitory neurons innervated by thalamic axons, which would provide disynaptic feedforward inhibition (Wu et al., 2008; Zhou et al., 2010). In L5, parvalbumin-expressing GABAergic neurons account for ~60% of total inhibitory neurons, and all of them exhibit FS properties (Kawaguchi and Kubota, 1997; Markram et al., 2004; Gonchar et al., 2007). By identifying FS cells, we have a high chance of assaying inhibitory neurons, although not all inhibitory neurons have FS properties and some excitatory neurons may also exhibit FS properties. Using recording pipettes with small tips, we specifically searched and recorded from L5 FS neurons, which were identified by their stereotyped narrow spike waveforms (Swadlow, 1989; Atencio and Schreiner, 2008; Wu et al., 2008; Liu et al., 2009). To compare the spike and subthreshold TRFs of FS neurons, we made whole-cell current-clamp recording after identifying the cell type in the cell-attached mode. Robust spike TRFs were observed in all the seven successfully recorded FS neurons (Fig. 6A, top as an example). The spikes of the FS neurons displayed a trough-to-peak interval (TPI) of 0.31 ± 0.03 ms (mean ± SD), whereas for pyramidal neurons, it was 0.73 ± 0.17 ms (Fig. 6B). In addition, the trough/peak amplitude ratio was much lower for spikes of FS than pyramidal neurons (1.4 ± 0.1 for FS, 4.0 ± 1.4 for pyramidal; p < 0.001, t test; n = 8 and 14, respectively). FS neurons could also fire bursts in response to tones, but different from IB neurons, the amplitude of FS cell spikes within a burst did not reduce over time (Fig. 6A, top, inset). The ratio of the second spike amplitude over the first spike amplitude was 0.96 ± 0.02 for FS neurons and 0.78 ± 0.07 for IB neurons (p < 0.001, t test; n = 8 and 14, respectively). These electrophysiological signatures allowed a reliable separation of FS cells from pyramidal cells. Furthermore, the reconstructed morphologies of FS cells (Fig. 6C) indicate that they had non-pyramidal cell morphologies with short dendrites extending radically. Previously in the cat auditory cortex, several types of non-pyramidal (inhibitory) neurons have been described, including multipolar, Martinotti, and bipolar cells (Winer and Prieto, 2001). Our reconstructed FS cell morphologies are consistent with those of multipolar inhibitory neurons (Winer and Prieto, 2001) and also the known dendritic morphologies of parvalbumin-expressing inhibitory neurons (Kawaguchi and Kubota, 1997; Markram et al., 2004).

As summarized in Figure 6D (gray), FS neurons were significantly more narrowly tuned than IB neurons, attributable at least partially to the fact that FS neurons receive a narrower range of excitatory input than IB neurons (Fig. 6D, white). Importantly, the frequency range of spike response of FS neurons was much narrower compared with that of excitatory input to IB neurons (Fig. 6D), indicating that these putative inhibitory neurons are potentially capable of providing the inhibition more narrowly tuned than excitation to IB neurons. Finally, the onset latency of...
Discussion

Differential frequency selectivity of pyramidal neurons in L5

The two types of L5 pyramidal neuron (IB and RS) have been categorized in slice recording studies based on their distinctive morphological and biophysical properties. Anatomical studies suggest that IB neurons contribute to corticofugal projections, whereas RS neurons contribute to callosal and corticostriatal connections. However, because of the technical difficulties in identifying different cortical neurons in vivo, how auditory information is processed in these two types of L5 pyramidal neuron remains essentially unknown. Although several studies have shown that L5 contains units that appear more broadly tuned than those in middle or superficial layers (Abeles and Goldstein, 1970; Volkov and Galazuk, 1991; Turner et al., 2005; Wallace and Palmer, 2008; Atencio and Schreiner, 2010), the type of recorded neurons has not been well defined. Because corticofugal projections may play a role in modulating subcortical processing, understanding the processing properties of IB neurons will generate important insights into the function of these feedback projections. In this study, the application of cell-attached recordings allowed us to record well-isolated single-unit spikes specifically from the patched neuron (Wu et al., 2008; Zhou et al., 2010). The sequential membrane breaking to form the whole-cell configuration then allowed the intracellular labeling of the recorded neurons. Our morphological and electrophysiological data are mostly consistent with the previous results. We are thus able to conclude that IB neurons possess unusually broad frequency tunings, whereas RS neurons show normally sized TRFs comparable with those of L4 pyramidal cells. The different frequency tuning and response temporal properties of IB and RS neurons, together with their distinct long-range targets, suggest that they may play different roles in the transfer of auditory information.

Broadly tuned excitation with narrowly tuned inhibition

Among pyramidal neurons across different layers of the A1, the IB neuron appears to possess the broadest spike TRF, or the weakest frequency selectivity. Its receptive field is even broader than that of FS inhibitory neurons. Besides the wide spectral range of excitation, another important factor contributing to the broad tuning of IB neurons is that their inhibitory input is more narrowly tuned than excitatory input. This seems a peculiar scenario of excitatory–inhibitory interplay, different from previously proposed “balanced inhibition” and “lateral inhibition” models. Intracellular recording studies often reported approximately balanced excitation and inhibition underlying cortical TRFs (Wehr and Zador, 2003; Zhang et al., 2003; Tan et al., 2004; Wu et al., 2008; Tan and Wehr, 2009; Dorrn et al., 2010; Sun et al., 2010; Zhou et al., 2010). The balance is characterized by similar spectral ranges of excitation and inhibition as well as a covaria-
tion of excitatory and inhibitory response amplitudes. Balanced or co-tuned inhibition sharpens frequency tuning through the iceberg effect (Wehr and Zador, 2003). On a finer scale, the shape of inhibitory tuning is broader than excitatory tuning in both L4 pyramidal cells and L5 RS neurons (Fig. 3D; Wu et al., 2008; Sun et al., 2010), which can lead to a further sharpening of spike response tuning (Wu et al., 2008; L. I. Zhang et al., 2011). Along the ascending auditory pathway, extracellular recordings widely reveal inhibitory sidebands flanking the excitatory TRF (Shamma, 1985; Ding and Voigt, 1997; Sutter et al., 1999; Zhang et al., 2003; Pospescu and Polley, 2010; Sadagopan and Wang, 2010; Pollak et al., 2011). The sidebands have often been interpreted as inhibition possessing a broader spectral range than excitation (i.e., lateral inhibition). Recently, modeling work has suggested that balanced inhibition and lateral inhibition can both occur in the same cortical circuit, depending on circuit configurations (Levy and Reyes, 2011). To our knowledge, this study is the first to demonstrate directly that the spectral range of inhibition can in fact be narrower than excitation. Although the broad tuning of IB neurons first originates from a wide range of thalamocortical input, our modeling results demonstrate that inhibition being narrower than excitation leads to a flattened tuning peak, which would further reduce the selectivity of IB neurons. Because there is no difference in E/I ratio between IB and RS neurons (Fig. 4D), the broad tuning of IB neurons cannot be further attributed to relatively weak inhibition. Our results highlight the complexity of cortical circuits as well as the notion that the detailed tuning relationship between excitation and inhibition is cell-type dependent.

Potential feedforward circuits in L5

Previously whether L5 neurons receive direct thalamic input has not been conclusively tested. Some supporting evidence was given by the earliest sensory-evoked spike responses occurring in some L5 cells (de Kock et al., 2007; Wallace and Palmer, 2008) and seemingly monosynaptic responses in some IB neurons evoked by electrically stimulating thalamocortical tracts in slice preparations (Hefti and Smith, 2000). However, short response delays are not necessarily indicative of monosynaptic connections, because there is evidence that thalamic axons projecting to different layers have different conduction velocities (Jones, 1985; Steriade et al., 1997; Huang and Winer, 2000). In this study, the analysis of excitatory synaptic responses before and after cortical silencing in the same cell more convincingly demonstrates that IB neurons receive direct thalamic input, whereas RS neurons do not. In addition, based on the onset latency of spike responses, thalamic afferents appear to directly excite IB neurons without the need of intracortical inputs. Nevertheless, the temporally prolonged intracortical inputs facilitate the bursting firing of IB neurons. The frequency range of thalamic input to IB neurons is as broad as their total excitatory input (Fig. 5f), indicating that the broad thalamocortical convergence onto IB neurons (which is broader than that onto L4 pyramidal cells) fundamentally determines their exceptionally broad tuning. The broad thalamocortical convergence is consistent with the morphological feature of IB neurons, which have large dendritic fields (Fig. 2F; Hefti and Smith, 2000).

A widely observed temporal feature of cortical responses, i.e., the stereotyped sequence of excitation followed by inhibition (Wehr and Zador, 2003; Zhang et al., 2003; Tan et al., 2004), also exists in L5. The brief delay of inhibition relative to excitation (Fig. 4C) suggests a feedforward circuit at least for the early input to IB as well as RS neurons (Fig. 6F). IB neurons receive excitation from an unusually broad range of thalamic afferents, which drives early spiking of these neurons. The transience of thalamic input but the temporal broadness of summated excitation to IB neurons suggests that these cells receive late prolonged inputs relayed intracortically from various layers. This notion is supported by the in vitro results of mapping intracortical connectivity with glutamate uncaging methods (Briggs and Callaway, 2005; Yu et al., 2008; Llano and Sherman, 2009; Qui et al., 2011; Jacob et al., 2012). Glutamate uncaging experiments also show that L5 pyramidal neurons receive inhibitory input predominantly from neurons within L5 (Llano and Sherman, 2009). We found that putative FS inhibitory neurons receive a narrower range of thalamic input than IB neurons (Fig. 6F). Because they exhibit more narrowly tuned TRFs and earlier evoked spikes than IB neurons, these FS neurons are capable of providing fast feedforward inhibition to IB neurons that is more narrowly tuned than excitation. Different from IB neurons, RS neurons do not receive direct thalamic input. Instead, they receive polysynaptic excitatory inputs from upper layers and possibly from other RS neurons in L5 (Hefti and Smith, 2000; Llano and Sherman, 2009; Jacob et al., 2012). Because inhibition in RS neurons is much more delayed compared with spiking of L5 FS neurons (Fig. 6E), the inhibitory neurons innervating RS neurons are likely other types of inhibitory cells that are driven by intracortical input (Fig. 6F).

Functional implications

The functional dichotomy in L5 suggests two distinct streams of auditory processing, with their outputs sent to different targets. IB neurons send signals to higher-order thalamic nuclei as well as midbrain and brainstem nuclei, whereas RS neurons send signals to the ipsilateral and contralateral cortex. The spectrally and temporally broad synaptic integration in IB neurons suggests possible functions of L5 corticofugal projections. First, direct thalamic input and an early onset of spiking enable IB neurons to rapidly send corticofugal signals almost at the same time as cortex starts processing. Second, the temporally prolonged excitation and the intrinsic-bursting property of IB neurons ensure a robust signal. Third, the L5 corticofugal projections in large part terminate in the nontonotopic higher-order thalamic nuclei that connect to higher-order cortices (Winer, 2005). It has been suggested that this cortical–thalamo–cortical route provides an efferent copy of motor commands sent from lower cortical areas to higher cortical areas for the refinement of such commands (Sherman, 2007). Under this functional context, the broad tuning of IB neurons suggests that spectrally precise information may not be as important as a fast relay of information. Finally, we speculate that corticofugal input modulates responses in midbrain and brainstem nuclei in a more general manner, for example, by elevating cell excitability or synchronizing cell activity (Destexhe et al., 1998), which may be important for inducing plasticity during conditioning (Suga and Ma, 2003).
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